Feasibility of a deep learning artificial intelligence model for the diagnosis of pediatric ileocolic intussusception with grayscale ultrasonography
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Purpose: This study explored the feasibility of utilizing a deep learning artificial intelligence (AI) model to detect ileocolic intussusception on grayscale ultrasound images.

Methods: This retrospective observational study incorporated ultrasound images of children who underwent emergency ultrasonography for suspected ileocolic intussusception. After excluding video clips, Doppler images, and annotated images, 40,765 images from two tertiary hospitals were included (positive-to-negative ratio: hospital A, 2,775:35,373; hospital B, 140:2,477). Images from hospital A were split into a training set, a tuning set, and an internal test set (ITS) at a ratio of 7:1.5:1.5. Images from hospital B comprised an external test set (ETS). For each image indicating intussusception, two radiologists provided a bounding box as the ground-truth label. If intussusception was suspected in the input image, the model generated a bounding box with a confidence score (0–1) at the estimated lesion location. Average precision (AP) was used to evaluate overall model performance. The performance of practical thresholds for the model-generated confidence score, as determined from the ITS, was verified using the ETS.

Results: The AP values for the ITS and ETS were 0.952 and 0.936, respectively. Two confidence thresholds, CTopt and CTprecision, were set at 0.557 and 0.790, respectively. For the ETS, the performance was 95.7% precision and 80.0% recall with CTopt, and 98.4% precision and 44.3% recall with CTprecision. For per-patient diagnosis, the sensitivity and specificity were 100.0% and 97.1% with CTopt, and 100.0% and 99.0% with CTprecision. The average number of false positives per patient was 0.04 with CTopt and 0.01 for CTprecision.

Conclusion: The feasibility of using an AI model to diagnose ileocolic intussusception on ultrasonography was demonstrated. However, further study involving bias-free data is warranted for robust clinical validation.
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Key points: A deep learning model based on the YOLOv5 architecture, with a speed of several tens of frames per second, successfully diagnosed intussusception on grayscale ultrasound images with acceptable accuracy. The applicability of this deep learning model in the development of real-time ultrasound diagnostic assistance software for point-of-care ultrasound requires further verification.
Introduction

Intussusception, defined as the invagination of a bowel segment (intussuscptum) into the distal bowel (intussusciptens), is a leading cause of acute abdominal pain and intestinal obstruction in young children, particularly those between the ages of 3 months and 3 years [1-3]. Approximately 90% of pediatric intussusception cases are idiopathic and ileocolic in nature [1]. Ileocolic intussusception is a pediatric emergency that can lead to bowel ischemia, necrosis, and perforation if left untreated [1,3]. However, the classic clinical triad of ileocolic intussusception (colicky abdominal pain, vomiting, and bloody stools) is exhibited by only 7.5% to 40% of children at initial presentation [1,3]. Furthermore, diagnosing ileocolic intussusception can be challenging due to the substantial overlap in clinical symptoms with other conditions causing abdominal pain or vomiting, such as viral gastroenteritis. This overlap applies to the vast majority of cases and necessitates diagnostic imaging [1,3].

Since its initial documentation in 1793, the diagnosis and treatment of ileocolic intussusception have undergone several paradigm shifts [4]. At present, ultrasonography is the favored diagnostic test for ileocolic intussusception due to its near-perfect sensitivity and specificity, as well as the lack of radiation risk [5-8]. Similarly, the preferred treatment method is non-operative reduction via hydrostatic or air enema, unless signs of peritoneal irritation that contraindicate an enema are present [1,3,5,8].

The time from symptom onset to the initiation of treatment is the most important prognostic factor for patient outcomes [9-13]. Consequently, multiple methods are being developed to expedite the diagnostic process. One such approach involves the use of point-of-care ultrasonography (POCUS) by non-radiologist physicians or radiographers. However, the diagnostic reliability of POCUS when used by untrained physicians is a major concern [14-18]. A recent meta-analysis revealed that the diagnostic accuracy for intussusception was comparable between POCUS and radiologist-performed ultrasound (RADUS), with an area under the receiver operating characteristic (ROC) curve of 0.95 versus 1.00, respectively (P=0.128) [16]. In a study comparing non-radiologist certified sonologists and radiologists, POCUS demonstrated diagnostic accuracy that was not inferior to that of RADUS, with accuracy rates (95% confidence intervals) of 97.7% (94.9% to 99.0%) and 99.3% (94.7% to 99.2%), respectively [17]. However, a comparative study between experienced and novice sonologists found that the sensitivity and specificity of novice sonologists were lower than those of their experienced counterparts, at 80.0% and 50.3% versus 100.0% and 71.4%, respectively. Furthermore, the proportion of inconclusive cases was higher among novice sonologists, at 30.7% compared to 14.0% among experienced sonologists [18].

Recent advancements in artificial intelligence (AI) have led to the development of several deep learning-based clinical decision support systems, which have then been used in various medical fields. Several of these models have demonstrated good performance in diagnosing intussusception based on plain abdominal radiographs [19,20]. However, to these authors’ knowledge, no prior reports have been published on the feasibility of AI models for diagnosing intussusception using ultrasound images. The slow progress in developing deep learning-based diagnostic models for ultrasound compared to other imaging modalities may be attributed to two primary factors. The first is technical difficulty; since ultrasonography is a real-time imaging modality, the model must be capable of processing images at a rate of several tens of frames per second. The second is inherent bias in training data. This stems from a high degree of operator-dependency, as operator decisions are necessary at all stages of image acquisition, such as determining which area to scan and which of the scanned images to save [21,22]. To overcome these challenges, a fast, single-stage object detection architecture capable of real-time image processing and bias-free training data is needed.

The purpose of this study was to explore the feasibility of utilizing a deep learning AI model, based on the YOLOv5 single-stage object detection architecture, for the detection of ileocolic intussusception on grayscale ultrasound images.

Materials and Methods

Compliance with Ethical Standards

This retrospective observational study received approval from the institutional review boards (IRBs) of two participating institutions: hospital A (IRB No. 2112-076-1282) and hospital B (IRB No. 05-2022-230). Due to the retrospective nature of the study, the IRBs waived the requirement for informed consent.

Study Population and Data Curation

Fig. 1 summarizes the enrollment of study participants and the process of data curation. This study included pediatric patients (those aged 18 years or younger) who visited the emergency department and underwent an ultrasound examination for suspected ileocolic intussusception. The reference standard for the diagnosis of ileocolic intussusception was a combination of ultrasound image interpretation by attending radiologists, fluoroscopic findings from subsequent air enema, and operative records in cases of open reduction. Consequently, a total of 2,438 children (636 with intussusception and 1,802 without) who visited hospital A between January 2013 and December 2021, along with 124 children (20 with intussusception and 104 without) who visited hospital B between
October 2021 and December 2021, were consecutively enrolled.

The study incorporated only the grayscale ultrasound images of the participating children, irrespective of whether the bowel was present or absent. Any video clips, color Doppler images, or images containing annotations (such as text annotations, arrows, or size measurements) were excluded. Consequently, a total of 40,765 images (38,148 from hospital A and 2,617 from hospital B) were collected.

The development dataset included 2,775 images featuring intussusception (1,098 convex, 831 linear trapezoidal, and 846 linear images) and 35,373 images without intussusception (12,254 convex, 11,648 linear trapezoidal, and 11,471 linear images), all collected from hospital A. This development dataset was randomly split into a training set, a tuning set, and an internal test set (ITS) in a ratio of 7:1.5:1.5. This division was performed at the image level and was stratified based on the label (either intussusception-positive or intussusception-negative) and the type of ultrasound transducer used (convex, linear, or linear trapezoidal). The external test set (ETS) consisted of 2,617 images from hospital B, which included 140 intussusception-positive and 2,477 intussusception-negative images.

Detailed information about the machines and transducers used for this study can be found in the Supplementary Table 1. The images utilized in this research were obtained by 637 physicians, including residents, fellows, and staff doctors from the radiology departments of two hospitals. These doctors had varying levels of experience in pediatric ultrasonography, ranging from 1 to 32 years. The images were captured using 12 different ultrasound machines, sourced from seven unique manufacturers.

**Reference Standard Annotation**

All images were subjected to ground-truth labeling using open-source web-based annotation software (LabelMe) [23,24]. For images displaying clear signs of intussusception (both axially scanned images with the “target sign” and longitudinally or obliquely scanned images with the “pseudokidney sign”), the smallest possible rectangular region of interest (ROI) that encompassed the entire lesion was delineated by two radiologists (S.W.K. and Y.H.C., who have 6 years and 18 years of experience, respectively, in the ultrasound diagnosis of intussusception). No distinction was made between intussusceptions with and without a leading point. For images that did not show intussusception, or

---

**Fig. 1. Patient inclusion and data preparation.** ER, emergency room; US, ultrasonography; Cvx, convex transducer image; Lin, linear transducer image; LinTz, linear transducer image with trapezoidal window; (+), images with intussusception; (−), images without intussusception.
when intussusception was suspected but a portion of the image either was obscured by artifacts or fell outside the field of view, no ROI was drawn. These images were classified as negative for intussusception.

**Deep Learning Model Development**

Fig. 2 summarizes the architecture and training process of the deep learning model used, which was based on the YOLO architecture, specifically YOLOv5, which is the fifth iteration of the widely recognized single-stage object detector [25,26]. Unlike traditional two-stage detection architectures such as RCNN or SPPNet, YOLO integrates region proposal, feature extraction, classification, and bounding box regression into a single stage. This integration facilitates real-time object detection [25,27].

The YOLO model suggests predictions in the form of a bounding box, which includes the x- and y-coordinates of the box center, the box width, and the box height, as well as a class confidence score ranging from 0 to 1. This score represents the model’s confidence that the object within the box belongs to a specific class. Each input image can have zero, one, or multiple bounding boxes. Prior to training, the model was initialized with pre-trained weights obtained from the official YOLO GitHub (YOLOv5x) [26]. Training was conducted for a maximum of 300 epochs using the training and tuning sets, employing the default learning hyperparameters for fine-tuning [26]. Weights that produced the least loss in the tuning set were considered optimal and established as the final weights for the model. Once training with the training and tuning sets was completed, the model generated predictions for images in the ITS and ETS.

**Performance Metrics and Statistical Analysis**

Metrics that are widely used for evaluating the performance of
object detection algorithms, including precision, recall, and average precision, were computed [28]. In the context of object detection tasks, several key terms can be defined as follows: a true positive (TP) refers to the correct detection of a ground-truth bounding box, a false positive (FP) refers to the incorrect detection of a non-existent object or the misplaced detection of an existing object, and a false negative (FN) refers to a ground-truth bounding box that is not detected. Precision and recall are respectively calculated as TP/(TP+FP) and TP/(TP+FN), which correspond to the positive predictive value and sensitivity, respectively. Average precision is defined as the area under the curve (AUC) of the precision-recall (PR) curve. For object detection algorithms that encompass multiple classes, the mean average precision at a specific intersection-over-union (IOU) threshold t (mAPt) is commonly used to estimate the overall performance of the model. Because the model task in the present study was single-class object detection, the overall model performance was evaluated by calculating the AUCs of the PR curves in the ITS and ETS at an IOU threshold of 0.5, which were equivalent to mAP0.5.

The optimal threshold values for the model-generated confidence scores were ascertained from the ITS. Two confidence thresholds (CTopt and CTprecision) were established based on the F1 score, which represents the harmonic mean of precision and recall, as well as the required degree of precision. Of these two thresholds, the former resulted in the maximum F1 score, while the latter produced the maximum F1 score at a precision exceeding 98.0%. The same confidence thresholds were applied to the ITS and ETS, and the precision and recall were computed.

Within the ETS, the diagnostic performance per patient was assessed based on the following criteria. (1) For patients with intussusception, a case was classified as a TP if the model generated at least one correct prediction with a confidence score surpassing predetermined thresholds (CTopt or CTprecision). (2) For patients without intussusception, a case was classified as a TN if the model did not make any predictions that exceeded the predetermined confidence threshold across all images. In contrast, if any prediction was made, the case was classified as an FP. The per-patient diagnostic performance of the model was evaluated using ROC curve analysis. Additionally, free-response ROC (FROC) curve analysis and alternative free-response ROC (AFROC) curve analysis were conducted for the ETS.

Results

Table 1 summarizes the baseline characteristics of the study population. No significant difference was observed in the age or sex distribution between the development dataset and the ETS.

However, these datasets differed significantly in the proportions of patients and images with ileocecal intussusception (patients: 26.1% [363 of 2,438] vs. 16.1% [20 of 124]; images: 7.3% [2,774 of 38,148] vs. 5.3% [140 of 2,617], respectively). Fig. 3 depicts the ROC, FROC, and AFROC curves for the per-patient diagnosis of ileocolic intussusception. The optimal threshold values for the model-generated confidence scores were determined to be 100.0% (20/20) and 97.1% (101/104), respectively, with CTopt. When using CTprecision, these respective values were 98.4% (62/63) and 98.1% (264/269). The overall performance of the model was excellent for both ITS and ETS, with mAP0.5 values of 0.952 and 0.936, respectively.

Determination of Optimal Confidence Thresholds

For the ITS, the confidence score yielding the maximum F1 value (0.925) was 0.557; this score was denoted as CTopt. Another confidence threshold, referred to as CTprecision, was established at 0.790 and yielded an F1 score of 0.771. The precision and recall of this model within the ITS were 94.5% (377/399) and 90.6% (377/416), respectively. When using CTprecision, these values were 98.1% (264/269) and 63.5% (264/416), respectively.

Per-lesion and Per-patient Diagnostic Performance of Confidence Thresholds in the ETS

Within the ETS, the confidence score yielding the maximum F1 value was 0.790 and yielded an F1 score of 0.771. The precision and recall of this model within the ETS were 95.7% (112/117) and 80.0% (112/140), respectively, when CTopt was utilized. With CTprecision, these values were 98.4% (62/63) and 44.3% (62/140), respectively. Fig. 4 illustrates representative cases of FPs and FNs.

In the per-patient analysis, the sensitivity and specificity were determined to be 100.0% (20/20) and 97.1% (101/104), respectively, with CTopt. When using CTprecision, these respective values were 100.0% (20/20) and 99.0% (103/104). Fig. 5 depicts the ROC, FROC, and AFROC curves for the per-patient diagnosis of ileocolic intussusception.
intussusception in the ETS. The average number of FPs per patient when using $CT_{\text{opt}}$ and $CT_{\text{precision}}$ were 0.04 (5/124) and 0.01 (1/124), respectively. The areas under the ROC curve and the AFROC curve for the ETS were 0.999 and 0.940, respectively. Table 2 summarizes the key results of this study.

### Discussion

In the present study, a YOLOv5-based deep learning AI model exhibited excellent overall performance for the detection of ileocolic intussusception, with mAP$_{0.5}$ values ranging from 0.936 to 0.952. The two optimal cut-off thresholds, $CT_{\text{opt}}$ and $CT_{\text{precision}}$, demonstrated high precision (94.5%–98.1%) and recall (63.5%–90.6%) within the ITS. When applied to the ETS, these thresholds retained high precision (95.7%–98.4%) but exhibited lower recall (44.3%–80.0%). Nevertheless, the sensitivity and specificity for per-patient diagnosis were excellent (100.0% and 97.1%–99.0%, respectively) when the same thresholds were used.

In the per-patient analysis, a case was classified as a TP if at least one prediction was made with confidence and IOU$_{\text{actual-predicted}}$ above the established thresholds. This assumption indicates that even if TP detection only applies to some (that is, one or more) of several ileocolic intussusception images of a patient, the case-level diagnosis is still considered a TP. This results in inflated per-patient sensitivity (100.0%) when compared to the per-lesion sensitivity (44.3% to 90.6%). Similarly, as more images are included in the
Fig. 4. Representative images of false positive (FP) and false negative (FN) cases. These images are from six children (a 22-month-old girl, a 16-month-old boy, a 24-month-old boy, a 19-month-old boy, a 17-month-old girl, and a 19-month-old boy, corresponding to A–F, respectively). A–C. In the FP cases, normal bowel (A) or kidney (B) were erroneously identified as ileocolic intussusception. Occasionally, cases in which intussusception was suspected but not labeled due to issues with image quality, such as posterior shadowing, were detected with sensitivity (C). D–F. The FN cases included a variety of transverse and longitudinal images captured using both linear and curved transducers.
examination, per-patient specificity would be expected to decrease, since the model’s chance of detecting FP would likely increase. Therefore, maintaining the high precision of the model is anticipated to improve per-patient diagnostic accuracy. This was confirmed by the enhanced per-patient specificity and preserved per-patient sensitivity of CT\textsubscript{precision} (99.0\% and 100.0\%, respectively) compared with those of CT\textsubscript{opt} (97.1\% and 100.0\%, respectively). Given that per-patient factors such as the number of images and the ratio of lesion-positive to lesion-negative images could influence the per-patient diagnostic performance of the model, FROC and AFROC curve analyses were conducted. In the FROC analysis, the average numbers of FPs per patient determined using CT\textsubscript{opt} and CT\textsubscript{precision} were acceptable (0.04 and 0.01, respectively). Furthermore, the area under the AFROC curve for the ETS was excellent (0.940).

A key strength of this study lies in its generalizability. Despite the participation of only two centers, the training and test data
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included images acquired by more than 600 radiologists, who had levels of experience ranging from 1 to 32 years. These images were captured using 12 different ultrasound machines from seven distinct manufacturers. In the development of a deep learning model, addressing the so-called overfitting issue is crucial to ensure broad applicability of the model [29]. Further research, ideally involving data from multiple institutions, would be beneficial in further reducing model overfitting.

Two prior studies utilizing plain radiographs reported per-patient sensitivity and specificity values of 65.1%–94.7% and 48.5%–96.0%, respectively [19,20]. These figures are somewhat lower than those observed in the present investigation. The superior diagnostic accuracy per patient in this study can be ascribed to the differences in the imaging modality used. Plain radiographs possess inherent limitations that interfere with the accurate diagnosis of ileocolic intussusception. Consequently, the authors of the two preceding studies also contended that the clinical utility of their deep learning models resides in their potential to serve as effective screening tools for identifying children who may require further ultrasound examination.

Further validation of the model using bias-free data is essential for its future application in clinical practice. In the ultrasound diagnosis of intussusception, the model in this preliminary study replaced only the final step in the sequence of (1) scanning, (2) selecting and storing images, and (3) diagnosing based on the stored images. During a bedside ultrasound examination, the area to be scanned, the images to be saved, and the images to be discarded are all determined based on the operator’s judgment. The performance of the present model in a laboratory setting, where biases due to operator dependency are not corrected, would likely differ substantially from the results when applied in a real-world environment. This inference is supported by the observed difference in model performance between the ITS and ETS, which exhibit significant differences in data composition, such as the ratio of lesion-positive to lesion-negative images. In a follow-up study, these authors plan to validate the model again using bias-free data obtained through a unified scanning protocol that scans a predetermined area and saves all frames as video storage. Considering that modern ultrasound machines generate images at a rate of 10 to 30 frames per second, a 10-minute examination could produce between 6,000 and 18,000 images. In this non-selectively collected dataset, both the numbers of lesion-positive and lesion-negative images, as well as the ratio of lesion-negative to lesion-positive images, are expected to greatly exceed those of the current training and test datasets. Furthermore, the quality of each image is likely to be lower than the images used in the present study. A larger number of input images would necessitate greater precision to limit the number of FPs, while the lower quality of each image would require higher recall to avoid FNs. At present, determining the optimal balance between precision and recall is challenging, and further research is needed.

The YOLO architecture was selected over other deep learning architectures due to its superior speed. The ultimate objective was to develop a fully integrated real-time ultrasound diagnostic support system. Should this model demonstrate acceptable per-lesion and per-patient diagnostic accuracy in follow-up research, it could eventually be integrated into an ultrasound system. The key to success in this endeavor would be the speed at which lesion detection can be performed without delay, ideally at a rate not slower than the ultrasound frame rate. Among the available object detection architectures, YOLO is the most appropriate for this purpose, as it offers the fastest predictions with sufficient accuracy [27].

Notably, the role of radiologists extends far beyond the simple detection of intussusception. Their responsibilities also include the exploration of potential alternative diagnoses, the identification of leading points, and the provision of guidance for management decisions, such as whether to opt for surgical or nonsurgical treatment. Consequently, even with the most advanced models currently available or those that may be developed in the future, it is unlikely that radiologists could be entirely replaced. However, as previously noted, the use of POCUS is increasingly being incorporated into clinical practice to reduce the time from symptom onset to diagnosis [9–11]. Therefore, any method that can enhance the diagnostic accuracy and confidence of POCUS could potentially improve patient prognosis and decrease the overall cost of treatment. As such, the present study, serving as a preliminary investigation for the development of a fully integrated ultrasound diagnostic support system, holds the potential to improve the prognosis of children with intussusception.

The present study did have certain limitations. First, due to its retrospective nature, the study possessed inherent selection bias. However, patients were enrolled consecutively to minimize this impact. Second, the operator-dependent nature of the ultrasound examination introduced additional bias. Therefore, as previously mentioned, a further prospective study utilizing real-time ultrasound cine images, obtained through a standardized scanning protocol, is necessary to assess the real-world applicability of this AI model without operator dependency. Finally, the inherent interpretability limitation in deep learning, often referred to as the “black box” problem, could also be considered a limitation of this study.

In conclusion, a deep learning-based AI model utilizing grayscale ultrasound images demonstrated reasonable diagnostic performance in the detection of ileocolic intussusception. Despite certain
limitations, the feasibility of the model was adequately confirmed. However, further research is necessary to reach the ultimate objective of developing a fully integrated ultrasound diagnostic support system.
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### Supplementary Table 1. The list of ultrasound machines and transducers used

<table>
<thead>
<tr>
<th>Hospital</th>
<th>Manufacturer (City)</th>
<th>US Machine</th>
<th>Transducers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital_A</td>
<td>Samsung Medison (Seoul, Korea)</td>
<td>ACCUvIX XQ</td>
<td>C5—EL, L5—12L5</td>
</tr>
<tr>
<td></td>
<td>Hologic (Malborough, Massachusettts, US)</td>
<td>SuperSonic Aixplorer</td>
<td>XC6–1, SL10–2</td>
</tr>
<tr>
<td></td>
<td>Canon Medical Systems (Otawara, Japan)</td>
<td>Aplio XG</td>
<td>10C3, 12L5</td>
</tr>
<tr>
<td></td>
<td>Canon Medical Systems (Otawara, Japan)</td>
<td>Aplio i800</td>
<td>i11LX3</td>
</tr>
<tr>
<td></td>
<td>Philips Healthcare (Amsterdam, Netherlands)</td>
<td>HDi3000</td>
<td>C7–4, L10–5</td>
</tr>
<tr>
<td></td>
<td>Philips Healthcare (Amsterdam, Netherlands)</td>
<td>HDi5000</td>
<td>C5–2, L12–5</td>
</tr>
<tr>
<td></td>
<td>Philips Healthcare (Amsterdam, Netherlands)</td>
<td>iU22</td>
<td>C5–1, C5–2, C9–4, L9–3, L12–5</td>
</tr>
<tr>
<td></td>
<td>GE HealthCare (Chicago, Illinois, US)</td>
<td>LOGIQ 9</td>
<td>4C, M7C, 7L, 9L, M12L</td>
</tr>
<tr>
<td></td>
<td>GE HealthCare (Chicago, Illinois, US)</td>
<td>LOGIQ E9</td>
<td>C1–6, C2–9, 9L, ML6–15</td>
</tr>
<tr>
<td></td>
<td>Siemens Healthineers (Erlangen, Germany)</td>
<td>Acuson Sequoia</td>
<td>6C2–5, 15L8w–5</td>
</tr>
<tr>
<td></td>
<td>Zonare Medical Systems (Shenzhen, China)</td>
<td>Zone</td>
<td>C9–3, L10–5</td>
</tr>
<tr>
<td>Hospital_B</td>
<td>Canon Medical Systems (Otawara, Japan)</td>
<td>Aplio i800</td>
<td>i11LX3, i1BLX5</td>
</tr>
<tr>
<td></td>
<td>Hologic (Malborough, Massachusettts, US)</td>
<td>SuperSonic Aixplorer</td>
<td>XC6–1, SL10–2</td>
</tr>
<tr>
<td></td>
<td>Philips Healthcare (Amsterdam, Netherlands)</td>
<td>EPIQ 5G</td>
<td>C9–2, L12–5</td>
</tr>
<tr>
<td></td>
<td>Philips Healthcare (Amsterdam, Netherlands)</td>
<td>EPIQ 7G</td>
<td>C9–2, L12–5</td>
</tr>
</tbody>
</table>